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Foreword 
 
Before a laboratory can introduce a new method for reporting results of patient testing, several steps are 
required. First, the laboratory must specify the required performance for the method.  Performance 
specifications may be defined by regulatory requirements and/or medical usefulness requirements. 
Second, the laboratory must select a method whose manufacturer’s claims meet the required performance 
specifications. Finally, the laboratory must perform experiments to verify that the manufacturer’s claimed 
imprecision and bias are achieved by the laboratory. If these steps are successful, the method is 
introduced into routine use for patient testing.    
 
The focus of this guideline is verification of performance claims, for precision and trueness of a 
measurement procedure, that were previously validated by the manufacturer.  This guideline is intended 
as a companion document to CLSI/NCCLS documents EP5—Evaluation of Precision Performance of 
Quantitative Measurement Methods and EP9—Method Comparison and Bias Estimation Using Patient 
Samples. EP5 and EP9 focus on the establishment and verification of performance claims.  This document 
assumes that the manufacturer developed and validated performance claims using the protocols in EP5 
and EP9.  EP15 is intended to verify that a laboratory’s performance is consistent with these claims.   
 
The subcommittee had two principal goals during the development of EP15. One was to develop a testing 
protocol that is simple enough to be applicable in laboratories with a wide variety of sophistication and 
resources, from the point-of-care or physician’s office laboratory to the large clinical laboratory. The 
second was to develop a protocol that is sufficiently rigorous to provide statistically valid conclusions for 
verification studies. To meet these two needs, the subcommittee developed a five-day testing protocol and 
simplified worksheets for all data gathering, statistical calculations, and tests of observed precision and 
trueness.  A computer spreadsheet is provided to simplify and standardize the statistical calculations and 
tests of observed precision and trueness. 
 
The first edition of EP15 used by clinical laboratories was judged by some to be difficult to understand 
for users who are not comfortable with statistics. EP15-A2 has removed the three-day protocol since it 
was determined that most methods did not qualify to use it.  This protocol has fewer replicates than in 
EP15-A, and the spreadsheet should simplify calculations. Several terms have been changed to facilitate 
international harmonization (see below).  
 
This document is primarily intended for use when an established method is initially set up in the 
laboratory.  It may also be used to verify method performance after corrective action following a failed 
proficiency testing event. 
 
A Note on Terminology 
 
Clinical and Laboratory Standards Institute (CLSI) recognizes that harmonization of terms facilitates the 
global application of standards, and as a matter of organizational policy, is firmly committed to 
employing terms that are generally used internationally. This initiative includes a mechanism to resolve 
ISO/CEN/CLSI differences in nomenclature.   
 
However, CLSI is also aware that medical conventions in the global metrological community have 
evolved differently in the United States, Europe, and elsewhere; that these differences are reflected in 
CLSI, ISO, and CEN documents; and that legally required use of terms, regional usage, and different 
consensus timelines are all obstacles to harmonization. Therefore, implementation of this policy must be 
an evolutionary and educational process that begins with new projects and revisions of existing 
documents.  
 
The term precision is a measure of “closeness of agreement between independent test/measurement 
results obtained under stipulated conditions.”1 The terms in this document are consistent with uses 



Number 17 EP15-A2
 

 x 

defined in the ISO 3534 and ISO 5725 series of standards. In these models, repeatability and 
reproducibility are considered to be the extreme measures of precision, with repeatability being the 
smallest measure (same operator, measurement procedure, equipment, time, and laboratory) and 
reproducibility being the largest (different operator, equipment, and laboratory). All other measures of 
precision are “intermediate measures” and must be explicitly described. Therefore, in this document, 
within-run precision has been replaced by repeatability. Reproducibility is not estimated since the EP15-
A2 protocol does not require multiple laboratories. All other measures of precision from EP15-A have 
been retained, although the term total precision was eliminated because it is not clearly defined.  In this 
document, total precision has been replaced by within-laboratory precision. Other harmonization changes 
include changing specimen to sample and reportable range to measuring interval.  
 
Key Words 
 
Bias, precision, repeatability, trueness, verification of performance 
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User Verification of Performance for Precision and Trueness;              
Approved Guideline—Second Edition 

 
1 Scope  
 
This guideline was developed for situations where the performance of the method was previously 
established and documented by experimental protocols with larger scope and duration. The experimental 
and statistical protocols of this guideline have relatively weak power to reject claims with statistical 
confidence, and should only be used to verify that the method is operating in accordance with the 
manufacturer’s claims.  This document is not intended to establish or validate the analytical performance 
of a method. 
 
Since this document’s scope is limited to verification of precision and trueness, other more rigorous 
CLSI/NCCLS protocols (e.g., EP6—Evaluation of the Linearity of Quantitative Measurement 
Procedures: A Statistical Approach; EP17—Protocols for Determination of Limits of Detection and 
Limits of Quantitation; and C28—How to Define and Determine Reference Intervals in the Clinical 
Laboratory) are employed to validate the method’s performance against the user’s needs.  CLSI/NCCLS 
documents EP5—Evaluation of Precision Performance of Quantitative Measurement Methods and EP9—
Method Comparison and Bias Estimation Using Patient Samples were developed to assist manufacturers 
in validating the performance of a diagnostic device for precision and trueness, respectively. 
CLSI/NCCLS document EP10—Preliminary Evaluation of Quantitative Clinical Laboratory Methods is 
intended for the rapid preliminary evaluation of precision, bias, sample carryover, drift, and nonlinearity. 
However, it is fairly complex since it is based on a multifactor design and is limited in the amount of data 
generated. EP10 should only be used as a preliminary evaluation of analytical performance. 
 
One may also note that the EP15 protocol has an implicit assumption: namely, that if the estimated 
precision and trueness are acceptable, then the overall error (e.g., total analytical error) of the method is 
acceptable. This implied model can lead to an underestimation of the total analytical error2 in cases where 
other effects are important.  Besides conducting more extensive evaluations mentioned above, one could 
also consider performing the CLSI/NCCLS protocol EP21—Estimation of Total Analytical Error for 
Clinical Laboratory Methods. This protocol is a direct estimation of total analytical error and does not 
rely on a model. 
 
2 Introduction 
 
This guideline was written to assist the laboratory in verifying an established measurement procedure. It 
presumes that the procedure was checked by the manufacturer and is functioning properly. This guideline 
provides a minimum implementation protocol to verify that a particular example of a measurement 
procedure is operating in accordance with the manufacturer’s claims. The laboratory must test the 
procedure against these targets for the protocols in this guideline to be applicable. 
 
This guideline can also be used as a protocol to demonstrate acceptable performance when corrective 
actions are taken after failing proficiency testing (external quality assessment). 
 
The specific characteristics addressed in this document are repeatability, within-laboratory precision, and 
trueness (as estimated by measures of bias) relative to an accepted standard.  Upon successful completion 
of the protocols recommended in this guideline, the laboratory will have verified that the method is 
operating in accordance with the manufacturer’s claims for precision and trueness. 
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This document leads the user through the process of determining the match between the laboratory’s 
actual performance and the expected performance of the method.  If the laboratory’s performance is not 
consistent with the expected level of performance, remedial actions may be required. 
 
Underlying this protocol is an assumption that the laboratory can operate the procedure properly. 
 
3 Standard Precautions 
 
Because it is often impossible to know what isolates or specimens might be infectious, all patient and 
laboratory specimens are treated as infectious and handled according to “standard precautions.” Standard 
precautions are guidelines   that combine the major features of “universal precautions and body substance 
isolation” practices. Standard precautions cover the transmission of all infectious agents and thus are 
more comprehensive than universal precautions which are intended to apply only to transmission of 
blood-borne pathogens. Standard and universal precaution guidelines are available from the U.S. Centers 
for Disease Control and Prevention (Garner JS, Hospital Infection Control Practices Advisory Committee.  
Guideline for isolation precautions in hospitals. Infect Control Hosp Epidemiol. 1996;17(1):53-80). For 
specific precautions for preventing the laboratory transmission of all infectious agents from laboratory 
instruments and materials and for recommendations for the management of exposure to all infectious 
disease, refer to the most current edition of CLSI document M29—Protection of Laboratory Workers 
From Occupationally Acquired Infections. 
 
4 Definitions 
 
analyte – component represented in the name of a measurable quantity (ISO 17511)3; NOTE 1: This 
includes any element, ion, compound, substance, factor, infectious agent, cell, organelle, activity 
(enzymatic, hormonal, or immunological), or property, activity, intensity, or other characteristics of which 
are to be determined; NOTE 2: In the type of quantity “mass of protein in 24-hour urine,” “protein” is the 
analyte.  In “amount of substance of glucose in plasma,” “glucose” is the analyte.  In both cases, the long 
phrase represents the measurand (ISO 17511)3; NOTE 3: In the type of quantity “catalytic concentration 
of lactate dehydrogenase isoenzyme 1 in plasma,” “lactate dehydrogenase isoenzyme 1” is the analyte 
(ISO 18153).4 
 
bias – the difference between the expectation of the test results and accepted reference value (ISO 3534-
1).5 
  
measurand – particular quantity subject to measurement (VIM93)6; NOTE 1: For example, the 
enzymatic activity of alkaline phosphatase at 37 °C; NOTE 2: The specification of a measurand may 
require statements about quantities such as time, temperature, and pressure (VIM93)6; NOTE 3: i.e., in 
the example above, the measurand includes not only the entity being measured (alkaline phosphatase), but 
the particular quality being measured (enzymatic activity), and the specific environmental condition under 
which it is being measured (37 °C). 
 
measurement procedure – set of operations, described specifically, used in the performance of particular 
measurements according to a given method (VIM93)6; NOTE 1: This term pertains to specific procedures 
as marketed by specific manufacturers; NOTE 2: In other documents and in EP15-A, equivalent terms 
were method, device, and assay.  
 
measuring interval – a set of values of measurands for which the error of a measuring instrument is 
intended to lie within specified limits; NOTE 1: “Error” is determined in relation to a conventional true 
value (VIM93)6; NOTE 2: the interval (or range) of values (in units appropriate for the analyte 
[measurand]) over which the acceptability criteria for the method have been met; that is, where errors due 
to nonlinearity, imprecision, or other sources are within defined limits; NOTE 3: Formerly, the term 

陈龙梅
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reportable range was used in this document, and another commonly used term is analytical 
measurement range. 
 
method of measurement – logical sequence of operations, described generically, used in the 
performance of measurements (VIM93)6; NOTE 1: A method of measurement, due to its generalized 
description, does not have numerically specified performance characteristics. A given method can be the 
basis of one or more measurement procedures, each with inherent numerical values for its performance 
characteristics (ISO 17511)3; NOTE 2: Formerly, the term method was used in EP15-A. 
 
peer group – in proficiency testing, a group of presumably identical test systems. 
 
precision (of measurement) – the closeness of agreement between independent test results obtained 
under stipulated conditions (ISO 3534-1);5 NOTE: Precision is not typically represented as a numerical 
value but is expressed quantitatively in terms of imprecision—the standard deviation (SD) or the 
coefficient of variation (CV%) of the results in a set of replicate measurements. 
 
repeatability (of results of measurements) – closeness of the agreement between the results of 
successive measurements of the same measurand carried out under the same conditions of measurement 
(VIM93)6; NOTE: Formerly, the term within-run precision was used in EP15-A.  
 
repeatability conditions – conditions where independent test results are obtained with the same method 
on identical test material in the same laboratory by the same operator using the same equipment within a 
short interval of time (ISO 3534-1).5  
 
run – an interval within which the trueness and precision of a testing system are expected to be stable, but 
cannot be greater than 24 hours. (U.S. CFR 493 February 28, 1992)7; NOTE 1: ISO 3534-15 defines 
“run” as follows: In a series of observations of a qualitative characteristic, the occurrence of an 
uninterrupted series of the same attribute is called a “run”; NOTE 2: Between analytical runs, events may 
occur that cause the measurement process to be susceptible to variations that are important. 
 
total error – the sum of any set of defined errors that can affect the accuracy of an analytical result; 
NOTE: This document defines total error as the sum of bias and imprecision. 
 
trueness (of measurement) – closeness of agreement between the average value obtained from a large 
series of test results and an accepted reference value (ISO 3534-1)5; NOTE: The measure of trueness is 
usually expressed in terms of bias (ISO 3534-1).5 
 
within-laboratory precision – precision over a defined time and operators, within the same facility and 
using the same equipment. Calibration and reagents may vary; NOTE: Formerly, the term total precision 
was used in EP15-A. 
 
5 Performance Standards 
 
Prior to selecting a specific procedure for measuring an analyte and evaluating that procedure’s 
performance, the laboratory must establish minimum performance specifications based on the clinical 
needs of the laboratory’s clients. Lists of medically based performance standards are given in the 
references.8-11 Some regulatory and accreditation programsa specify minimum standards for performance 
in proficiency testing. If regulatory performance standards apply, these define the maximum allowable 
measurement error the method can produce. These standards are expressed in terms of total allowable 
difference (total error) from an accepted reference value. Precision and trueness goals in terms of 
allowable standard deviation and bias must be derived from allowable total error. Discussions of the 

                                                      
a For example, in the U.S., CLIA and CAP. 
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relationship between allowable error and allowable standard deviation and bias are included in some of 
the publications listed in the references.8-11  The user can also refer to the most current edition of 
CLSI/NCCLS document EP21—Estimation of Total Analytical Error for Clinical Laboratory Methods. 
 
For the performance characteristics evaluated in this document, the following performance goal formats 
are recommended in order to conform to the evaluation result formats: 
 
Precision.  Precision goals should be stated as the maximum allowable SD and/or CV% at each analyte 
concentration to be tested. 
 
Trueness.  Goals for trueness should be stated as maximum allowable bias at each analyte concentration 
to be tested.  Maximum allowable bias may be expressed as either an absolute concentration or as a 
percentage of the concentration. 
 
Total Error. Total error goals should be stated as the maximum permissible difference between an 
individual sample’s result and the target value for that sample.  The target value may be determined by:  
 
• the method’s peer group in proficiency testing; 
• an assigned reference method in proficiency testing; 
• a comparative method in a comparison of a patient samples experiment; and 
• the manufacturer of a reference material. 
 
The user compares the manufacturer’s claims to these performance goals. Ideally, the laboratory can 
select a method whose manufacturer’s claims for precision and trueness are within the limits of the 
performance standards specified by the laboratory. If the manufacturer’s claims are beyond the limits of 
the specified performance standards, this protocol is not appropriate. The user has the choice of validating 
the performance characteristics of the method using more extensive protocols such as those in 
CLSI/NCCLS documents EP5 and EP9, or selecting another candidate method, and comparing its 
claimed performance using the present protocol.  
 
6 Overview of the Protocol 
 
All of the experimental work in this protocol can be completed in five days. 
 
6.1 Device Familiarization Period (see Section 7)  
 
The device familiarization period is the time given to operators to become both familiar and comfortable 
with the details of the instrument’s operation and the measurement procedure.  Including a familiarization 
period into the timeline for an evaluation study is critical for meaningful evaluations of precision. If the 
operator has not had the opportunity for a familiarization period, including the opportunity to perform the 
measurement prior to beginning the precision protocol, the first data points generated by the operator may 
cause the laboratory to assume the test system has a higher level of imprecision and bias than is actually 
the case. 
 
The familiarization period is also the time to verify that the QC materials the laboratory intends to use for 
the method perform as expected. 
 
6.2 Precision Evaluation Experiment (see Section 8) 
 
The precision evaluation experiment provides the user with guideline procedures for demonstrating 
precision performance. Usually, the manufacturer makes two types of precision claims—repeatability 
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(within-run precision) (σr) and within-laboratory precision (σl).  This section provides statistical methods 
for identifying gross deviations from both types of claims.  
 
6.3 Trueness Evaluation Experiment (see Section 9) 
 
The trueness evaluation experiment provides the user with two different approaches.  Either or both may 
be used.  
 
(1) Comparability. Trueness may be assessed by way of a split-sample comparison experiment, by 

analyzing 20 patient samples distributed evenly over the entire measuring interval.  Results from the 
two methods (the method under evaluation and a comparative method) are compared to determine if 
significant differences exist. 

 
(2) Recovery of expected values from certified reference materials. Trueness may also be assessed by 

analyzing proficiency test materials and other assayed reference materials, and comparing the results 
for the method under evaluation to the expected reference value. 

 
6.4 Measuring Interval and Reference Interval 
 
User demonstration of measuring interval (range) is discussed in the most current edition of 
CLSI/NCCLS document EP6—Evaluation of the Linearity of Quantitative Measurement Procedures: A 
Statistical Approach (although the linear interval may not be the same as the measuring interval). User 
verification of reference intervals is included in the most current version of CLSI/NCCLS document 
C28—How to Define and Determine Reference Intervals in the Clinical Laboratory. These topics are not 
covered in this document. 
 
7 Familiarization Period 
 
After the system has been checked out by the manufacturer, staff must become familiar with the 
operation, maintenance procedures, methods of sample preparation, calibration, and monitoring functions.  
The length of time required for this process is variable, depending on the complexity of the device. 
Calibration should be verified during this period, if appropriate (see the most current edition of 
CLSI/NCCLS document EP6—Evaluation of the Linearity of Quantitative Measurement Procedures: A 
Statistical Approach). At the end of this time, the operator(s) should be confident in the operation of the 
device. 
 
7.1 Operator Training 
 
The operation, maintenance procedures, methods of sample preparation, and calibration and monitoring 
functions must be learned.  Some manufacturers provide this training. The device should be set up and 
operated in the individual laboratory long enough to understand all of the procedures involved to avoid 
problems during the evaluation of its performance. Training should include the use of actual sample 
material, including pools, controls, leftover patient samples, or any other test materials appropriate for the 
device. 
 
All possible contingencies (e.g., error flags, error correction, calibration) that may arise during routine 
operation should be carefully monitored. Data should not be collected during this period. Operator 
training is not complete until the user can confidently operate the device (see the most current edition of 
CLSI/NCCLS document GP21—Training and Competence Assessment). 
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7.2 Quality Control Procedures 
 
Quality control procedures to be followed during the protocol are established during the familiarization 
period. It is important to verify that the device is operating in control, according to the manufacturer’s 
specifications. To demonstrate this, use the control procedures recommended by the manufacturer. Due to 
the short duration of this protocol, the estimated standard deviations should not be used by themselves to 
establish quality control limits. For guidance on establishing ongoing quality control procedures, refer to 
the most current edition of CLSI/NCCLS document C24—Statistical Quality Control for Quantitative 
Measurements: Principles and Definitions. 
 
7.3 Materials for Precision Experiments 
 
Materials to be used as samples for precision experiments are tested during this period to verify that they 
perform as expected.  Since precision may be directly related to concentration, analyte concentrations 
should be focused at or near medical decision points. For example, a glucose method’s performance 
should be assessed at a concentration near 126 mg/dL (7.0 mmol/L), above which concentration, a fasting 
glucose result may indicate disease. For certain analytes, it may also be important to measure precision at 
the upper and lower limits of the measuring interval. Normally, it is sufficient to select materials that have 
analyte values near the concentrations the manufacturer used to establish the precision claims for the 
assay. (This information is in the package insert or instructions for use provided by the manufacturer of 
the test system under evaluation.) Acceptable materials for precision experiments include control samples 
(other than those used to assess whether the assay is in control), standards, previously analyzed patient 
samples, or suitable materials that have a known value. The materials used for precision experiments 
should mimic the matrix of the patient sample.  For example, a measurement for a whole blood analyte 
should use a material for precision experiments that is as close as possible to human whole blood. 
 
8 Verification of Precision Performance 
 
Imprecision is a quantitative value indicating the extent of disagreement of a set of replicate 
measurements. Imprecision can be reported either as a standard deviation (SD) or a coefficient of 
variation (CV%), which expresses the standard deviation as a percentage of the mean value of the 
replicate measurements.  
 
In either case, the mean value should be reported also. Increasing values of the standard deviation or 
coefficient of variation indicate increasing imprecision of the measurements. 
 
In this document, precision is generally considered as either repeatability (within-run precision) or within-
laboratory precision. Repeatability is a quantitative value indicating the disagreement among a set of 
replicate measurements when all measurements are made under identical conditions (or within a single 
run of a procedure).    
 
Within-laboratory precision is a quantitative value indicating the disagreement among replicate 
measurements over a longer time when all known, major sources of measurement error within the 
laboratory (except for major maintenance, recalibration, or reagent lot changes) are accounted for. 
Within-laboratory precision reflects the accumulation of various error sources, including repeatability. 
 
8.1 Experimental Design – Numbers of Days and Replicates 
 
NOTE:  The lower-case sigma (σ), combined with a subscript of “r” or “l” will be used to designate the 
manufacturer’s claimed values of repeatability standard deviation and within-laboratory standard 
deviation, respectively (some manufacturers may call this “total precision”). The lower-case “s,” 
combined with a subscript of “r” or “l” will be used to designate the user’s estimated values of 
repeatability standard deviation and within-laboratory standard deviation, respectively. 
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8.2 Specific Procedures 
 
(1) Analyze one run per day with three replicate samples at each of two concentrations daily for five 
 days. 
 
(2) If a run must be rejected because of quality control procedures or operating difficulties, discard the 

data, and conduct an additional run. 
 
(3) Include the daily quality control samples normally used (see Section 7.2). 
 
(4)  Samples for the trueness experiment may be tested in the same runs (see Section 9). 
 
(5) Calibrate as specified in the manufacturer’s instructions for operators. If the manufacturer indicates in 

its claim that its precision data were generated over multiple calibration cycles, then the operator may 
choose to recalibrate during the experiment. 

 
8.3 Recording the Data 

 
Appendix A contains an example of a data recording sheet to summarize data. This type of summary is 
useful in the statistical analysis described below. An example of a completed worksheet is included in 
Appendix B.  Alternatively, the user may wish to use the computer spreadsheet provided. 
 
8.4 Calculation of Precision Estimates 
 
After collecting the data and transcribing them onto an appropriate recording sheet, the calculations 
described in this section should be performed.  A blank worksheet for the calculations is included in 
Appendix A. An example of a completed calculation worksheet is included in Appendix B. Alternatively, 
the user may wish to use the computer spreadsheet provided. 
 
Separate calculations should be performed for each level of concentration. 
 
8.4.1 Repeatability (Within-Run Precision) 
 
Calculate the repeatability from the following formula (see the worksheet in Appendix A). 
 

1)-D(n

)xx(
s

D

1  d

n

1  i

2
ddi

r

∑ ∑
= =

−
=

 
 
where: 
 
Σ     indicates that the terms to the right of Σ are to be summed (see the worksheet in Appendix A), 
D = total number of days (five),   
n = total number of replicates per day (three), 

dix     = result of replicate i for day d, and 

dx    = average of all results for day d. 
 
It should be noted that if the experiment protocol is not followed exactly (same number of replicates for 
all runs on separate days), the repeatability estimate will be incorrect. 
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8.4.2 Within-Laboratory Precision 
 
Within-laboratory precision is calculated using the following formulas (see worksheet in Appendix A). 
These calculations are based upon the variance components method discussed in CLSI/NCCLS document 
EP5—Evaluation of Precision Performance of Quantitative Measurement Methods. 
 
Calculate the variance term, 2

bs , for the daily means from the formula (see the worksheet in Appendix A): 
 

1D
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s

D
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dx = average of all results for day d ( 1x  is average for day 1), and  

x = average of all results. 
 

Calculate sl from the formula (see the worksheet in Appendix A): 
 

         2
b

2
rl ss

n
1ns +

−
= •  

 
where n = number of replicates per run (three). 
 
8.5 Comparison of Estimated Repeatability to Manufacturer’s Claims 
 
Verify repeatability claims by comparing the repeatability estimate calculated in Section 8.4.1 to the 
manufacturer’s claim. If the manufacturer’s claim is in terms of coefficient of variation, convert the 
coefficient of variation into a standard deviation at the average concentration of all results for the material 
tested: 

 
 

 
where rCV%  is the manufacturer’s claimed repeatability (within-run coefficient of variation).  
 
If the estimated repeatability standard deviation is less than the manufacturer’s claimed standard 
deviation, the user has demonstrated precision consistent with the claim.  If the repeatability standard 
deviation is greater than the manufacturer’s claim, note that a user’s repeatability can be larger than the 
manufacturer’s claim and not be statistically different from the claim.  If the calculated repeatability 
standard deviation is larger than the manufacturer’s claim, test whether it is statistically significantly 
larger (really different) as follows: 
 
(1) Calculate the repeatability degrees of freedom, ν. For an experiment with D days duration and n 

replicates per run, ν is equal to D • (n-1). For the recommended protocol of five days duration and 
three replicates: 

                   ν = 10. 
 

(2) Determine the (1-α/ℓ) percentage point, C, of the χ2 (“Chi-Square”) distribution with ν degrees of 
freedom.  Here, α is the false rejection rate (usually 5%), and ℓ is the number of levels tested.  The 
percentage points for C corresponding to two, three, and four levels of testing are 97.5%, 98.33%, and 
98.75%, respectively. Table 1 lists the values of C for these percentage points; other values can be 

xCV%σ rr •=
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obtained from any standard statistics book or most commonly used computer spreadsheet programs. 
For the recommended protocols of five days duration, with two levels, C = 20.48. 

 

(3) Calculate the verification value as 

    Verification value = =•=
•

1.431σ
ν

Cσ
r

r _______ 

 
(4) If the estimated repeatability, sr, is less than or equal to the verification value, data are consistent with 

the manufacturer’s claim for repeatability, and the claim is verified. For better ability to detect 
departures from the manufacturer’s claims, analyze two additional runs and recalculate all statistics, 
using the combined data. This will give a more powerful test of the manufacturer’s claim (see 
Appendix C). 

 

If the claim is not verified, then contact the manufacturer for assistance. 
 

Table 1. Selected Percentage Points of the Chi-Square Distribution for Selected Numbers of Levels 
to Provide 5% False Rejection Rate 

Number of Levels 
Degree of 
Freedom 

 

2 
 

3 
 

4 

3 9.35 10.24 10.86 
4 11.14 12.09 12.76 
5 12.83 13.84 14.54 
6 14.45 15.51 16.24 
7 16.01 17.12 17.88 
8 17.53 18.68 19.48 
9 19.02 20.21 21.03 

10 20.48 21.71 22.56 
11 21.92 23.18 24.06 
12 23.34 24.63 25.53 
13 24.74 26.06 26.98 
14 26.12 27.48 28.42 
15 27.49 28.88 29.84 
16 28.85 30.27 31.25 
17 30.19 31.64 32.64 
18 31.53 33.01 34.03 
19 32.85 34.36 35.40 
20 34.17 35.70 36.76 
21 35.48 37.04 38.11 
22 36.78 38.37 39.46 
23 38.08 39.68 40.79 
24 39.36 41.00 42.12 
25 40.65 42.30 43.35 
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8.6 Comparison of Estimated Within-Laboratory Precision to Manufacturer’s Claims 
 
Verify within-laboratory claims by comparing the estimate calculated in Section 8.4.2 to the 
manufacturer’s claim. If the manufacturer’s claim for within-laboratory precision is in terms of coefficient 
of variation, convert the coefficient of variation into a standard deviation at the average concentration of 
all results for the material tested: 
 

    xCV%σ ll •=    
 

where lCV%  is the manufacturer’s claimed within-laboratory coefficient of variation (previous term, 
total coefficient of variation, CVt). 
  
If the estimated within-laboratory standard deviation is less than the manufacturer’s claim, the user has 
demonstrated precision consistent with the claim. If the standard deviation is greater than the 
manufacturer’s claim, note that a user’s precision can be larger than the manufacturer’s claim and not be 
statistically different from the claim. If the calculated repeatability standard deviation is larger than the 
manufacturer’s claim, test whether it is statistically significantly larger (really different) as follows: 

(1) Calculate the effective degrees of freedom, T, for the within-laboratory precision estimate. For an 
experiment with D days duration and n replicates per run (see the worksheet in Appendix A): 
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 where 2
bs  is calculated in Section 8.4.2. 

(2) Determine the (1-α/ℓ) percentage point, C, of the χ2 (“Chi-Square”) distribution with ν degrees of 
freedom.  Here, α is the false rejection rate (usually 5%), and ℓ is the number of levels tested.  The 
percentage points for C corresponding to two, three, and four levels of testing are 97.5%, 98.33%, and 
98.75%, respectively. Table 1 lists the values of C for these percentage points; other values can be 
obtained from any standard statistics book or most commonly used computer spreadsheet programs. 

 
(3)  Calculate the verification value as 

           Verification value = 
T

Cσ l •
= _______  

 
(4) If the within-laboratory precision estimate, sl, is less than or equal to the verification value, the user 

has demonstrated precision consistent with the manufacturer’s claim, and the claim can be considered 
as verified.  If the user is not comfortable with this conclusion, then analyze two additional runs and 
recalculate all statistics using the combined data.  This will give the user a more powerful test of the 
manufacturer’s claims (see Appendix C). 

 
If sl exceeds the verification value, the user has not demonstrated precision consistent with the 
manufacturer’s claim, and the user should contact the manufacturer for assistance. 
 
9 Demonstration of Trueness 
 
Trueness is conformance to a true value, accepted standard, or expected value.  For a test result, bias is a 
measure of trueness; it is the difference between the test result and the accepted reference value for an 
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analyte.  For a measurement procedure, bias is expressed as the difference between the average result 
obtained by a procedure under specified conditions and an accepted reference value, perhaps from an 
accepted comparative procedure or a certified reference material. 
 
This protocol has provisions for demonstrating trueness by two procedures (see Appendixes D, E, and F; 
G and H):  
 
(1) Comparison of patient sample results to another measurement procedure. When possible, the 

comparison of patient samples experiment should be performed. This technique avoids various 
artifacts, which can be present with commercial reference materials and some procedures.  
Comparison of patient samples is particularly important for initial evaluation of a procedure in a 
laboratory.  It is strongly recommended when close agreement between procedures is expected. The 
comparison of patient samples can also form the basis of establishing the relationship between 
multiple procedures. This will ensure the laboratory’s ability to provide equivalent results irrespective 
of which method is used (see the most current edition of CLSI/NCCLS document EP9—Method 
Comparison and Bias Estimation Using Patient Samples). 

 
(2) Recovery of expected values for assayed reference materials. Once experience is gained with a 

procedure, the reference material strategy may be more convenient for verification following a 
calibration or proficiency test failure. 

 
9.1 Comparison of Patient Sample Results to Those of Another Procedure 
 
The choice of the comparative (reference) measurement procedure is critical for the interpretation of the 
results of this experiment.   
 
If the laboratory intends to demonstrate trueness consistent with a manufacturer’s claim, the comparative 
procedure must be the same as that used by the manufacturer in developing the claim.  When the new 
procedure is a revision of a previous procedure from the same manufacturer, or application of the 
manufacturer’s previous procedure to a new instrument, the laboratory’s current procedure may be the 
manufacturer’s comparative procedure.  The manufacturer’s trueness claim is applicable in this instance 
and should be used as the basis for demonstrating trueness in this experiment. 
 
Often, the current procedure is different from the comparative procedure, or is a reference method or is 
performed in a reference laboratory, and the laboratory intends to demonstrate trueness of the new 
procedure relative to a procedure different from the one used by the manufacturer as the comparative 
procedure.  In this case, the manufacturer’s claim is not appropriate as the basis for demonstrating 
trueness, and should not be used as the basis for demonstrating trueness. The laboratory must specify a 
medically allowable bias between results obtained by the new procedure and the comparative procedure, 
and use this as the basis for demonstrating trueness. Guidance for specifying allowable bias is available.8-

12 The experimental protocol for comparing results of patient sample testing in this guideline has been 
designed as a verification protocol. To keep the experimental work simple, each patient is tested singly by 
the comparative and test procedures. This procedure can only detect significant difference in the bias 
obtained by the laboratory and the manufacturer’s claimed value. To estimate the bias more accurately, 
the laboratory should employ CLSI/NCCLS document EP9—Method Comparison and Bias Estimation 
Using Patient Samples because it includes more patient samples and testing in duplicate by both 
procedures.  In all cases, it is important to verify that both procedures measure the same component of 
interest (have the same measurand).  
 
Once a comparison procedure has been selected, the following steps should be followed. See the 
worksheet in Appendix D and the example of a completed worksheet in Appendix E.  Alternatively, the 
user may wish to use the computer spreadsheet provided. 
 



Number 17 EP15-A2
 

 ©Clinical and Laboratory Standards Institute. All rights reserved. 12 

Obtain 20 patient samples in which the concentrations span but do not exceed the measuring interval of 
the measurement procedure.  Do not use samples whose analyte concentrations exceed the measuring 
interval. The sample type must be compatible between the comparative and test procedures. Ideally, 
samples should be excluded that are known to contain substances identified as interferents in the 
manufacturer’s instructions for either the test or comparative procedure (see the most current edition of 
CLSI/NCCLS document EP7—Interference Testing in Clinical Chemistry). This will be practical only in 
those cases where an electronic medical record is in use and with the requisite software that allows for 
such an exclusion. If it is not practical to exclude these samples, see paragraph (2) below which discusses 
discrepant results. 
 
(1) Samples should be tested as close to the day of collection as possible to mimic conditions expected 

when the procedure is in regular use. If the comparative and test procedures are performed in 
geographically separate laboratories, it may be advisable to produce two sets of frozen aliquots. The 
aliquots can be thawed and analyzed at both laboratories around the same time, thus mitigating the 
issue of sample deterioration during transport. Follow the manufacturer’s instructions for collection 
and handling of patients’ samples. For laboratories in which abnormal samples are infrequently 
observed, it may be necessary to store them until there is a sufficient number for the experiment. If 
stored samples are used, they should be refrigerated, if consistent with stability of the measurand 
and manufacturer’s instructions, to avoid possible artifacts introduced in the freeze-thaw cycle. 
Some laboratories may need to use frozen samples, particularly if the duration of the experiment 
and the manufacturer’s product labeling require that frozen samples must be used, and they must be 
well mixed and examined for particulate matter after thawing and before use.  If particulate matter 
is detected, the samples should be centrifuged, and the supernatant should be used for sampling. If 
stored samples must be used, testing by the comparative and test procedures should be performed 
within an hour or two if possible. The results of the measurements should be evenly spread over the 
measuring interval. If the full interval cannot be accommodated, the conclusions will only be 
applicable to the interval tested. A separate validation of the measuring interval may allow adequate 
conclusions regarding trueness and precision based on a restricted interval of sample results. 

 
(2) Measure the samples on both the test and comparative procedures. These measurements should be 

completed within four hours of each other on the same day.  Conclusions will be most reliable if the 
measurements are performed on five to seven samples per day for three to four days. This testing 
may be done concurrently with precision testing. Performing measurements on several days allows 
averaging of any between-day variability, which may exist for either measurement procedure.   
Examine the results after each event.  If an isolated sample’s results for the test and comparative 
procedures differ more than observed for other samples, then this is a signal that something may be 
wrong, and further investigation of the suitability of the assay may be necessary (i.e., beyond 
EP15). The following is recommended:   

 
(a) Measure that sample in duplicate on both measurement procedures.  Some patient samples may 

show unexpectedly large differences due to differences in specificity between measurement 
procedures or for other reasons. Note that specificity-type errors will tend to be reproduced, but 
other random, systematic errors that are instrument- rather than patient-sample-related may not 
reproduce. Hence, it is unwise to conclude that a nonreproducible large difference is 
unimportant. 

  
(b)  The discrepant data should be discarded for the EP15 analysis; otherwise, it will bias the 

results. To maintain the recommended sample size, one must add another sample to the 
analysis. 

 
(c)  Use any information available in the original assay of the sample or in its reassay to find the 

root cause of the discrepancy. For example, a reproducible discrepancy suggests an interfering 
substance in the patient sample. 
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(3)  Appropriate quality control procedures should be followed for each measurement procedure.  Any 
unacceptable analytical performance should be corrected, and the samples from that run should be 
remeasured. 

 
(4) Calculate the difference (or the individual sample bias) in reportable units and/or the percent 

 difference (or percent individual sample percent bias) between each sample’s results for the two 
 procedures. 

 
 Individual sample bias in reportable units = bi = (test procedure resulti - comparison procedure 

resulti). 
 
 Individual sample bias in percent = %bi 
 

    ⎟⎟
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Construct a plot of bias and/or percent bias (vertical axis) vs. comparison procedure result 
(horizontal axis) for each sample. Examine the bias difference plot to determine if the difference 
between procedures is relatively constant over the concentration interval tested. If constant bias vs. 
concentration or constant percent bias difference vs. concentration is observed, then the mean bias 
in step (5) represents the average difference between the procedures.  This value is compared to the 
manufacturer’s claim to demonstrate the test measurement procedure’s trueness. 
 
If neither the bias nor the percent bias is constant over the concentration interval tested, the data 
should be partitioned into two segments and the average bias calculated separately for each 
segment.  If the bias shows a progressively changing relationship to concentration, no average bias 
can be calculated.  In this case, more data will be needed to validate the trueness of the test 
measurement procedure. Refer to the most current edition of CLSI/NCCLS document EP9—
Method Comparison and Bias Estimation Using Patient Samples for additional information. 
 

(5) Calculate the bias in reportable units and/or percent between the two procedures. 
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(6)  Calculate the standard deviations of the bias and/or bias in percent. 
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(7) Assume a false rejection rate, α.  Typical values selected for this error rate are α = 1% and 5%. 
 
(8) Determine the (100 - α/2) percent point, t, of the t-distribution with n-1 degrees of freedom.  Here n 

represents the number of patient samples.  For example, if α equals 1% and n equals 20, the (100 – 
α/2) point of the t-distribution with 19 degrees of freedom is 2.861.  Other values of two-sided t can 
be obtained from any standard statistics book13 or most commonly used computer spreadsheet 
programs for different values of α and n.  

 
(9) Calculate the verification limits for bias in reportable units as  
 

        
n

st
  β

n
st

 - β b1-n/2,-1b1-n/2,-1 and
••

+ αα  

 
where β is the manufacturer’s claimed value of bias. 
 
If the estimated bias b  is within the verification limits, the laboratory has demonstrated bias 
consistent with the manufacturer’s claim. 
 
If percent bias is used, calculate the verification limits for percent bias as 

  

 
n

st
β

n
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-β %b1-n/2,-1%b1-n/2,-1 and
••

+ αα  

 
 where β is the manufacturer’s claimed value of percent bias. 
 
 If the estimated percent bias %b  is within the verification limits, the laboratory has demonstrated 

percent bias consistent with the manufacturer’s claim. 
 
(10) If the measured bias or percent bias is greater than the manufacturer’s claim, but within the 

verification limits, the user may wish to make a more powerful test by measuring 10 to 20 more 
patient samples and recalculating all statistics using the combined data. 

 
(11) If the estimated bias is beyond the verification limits, the user has not demonstrated trueness 

consistent with the manufacturer’s claim, and should contact the manufacturer for assistance.  
 
9.2 Recovery of Expected Values From Reference Materials With Assigned Values 
 
Reference materials with analyte target values are available from several sources. These materials are 
typically manufactured from human source materials but contain additives to achieve desired analyte 
concentrations and are processed to promote stability.  Because of manufacturing requirements, processed 
materials have a solution matrix different from that of an authentic human sample. The difference in 
matrix may cause an altered analytical response, which is unique to a particular material-measurement 
procedure combination. Consequently, it is incorrect to use an analyte target value assigned by a 
definitive or reference procedure unless the reference material has been specifically evaluated and found 
suitable for use with the procedure being verified.  Reference materials which have target values assigned 
specifically for the procedure of interest can be used to demonstrate trueness, provided that the target 
values are associated with known uncertainties.  In this case, the trueness demonstration is limited to 
confirming that the test method performs similarly to that same procedure as used in other laboratories.  
Another consequence of material-procedure matrix interactions is the potential for different response with 
a lot of reagent not represented in the group of laboratories used for assignment of the target value. If a 
reagent lot difference occurs, the procedure-specific target value may not be appropriate for the new lot of 



Volume 25 EP15-A2
 

©Clinical and Laboratory Standards Institute. All rights reserved. 15

reagents. Consult the manufacturer of the procedure for advice regarding appropriate reference materials 
for validation of trueness. 
 
9.2.1 Sources of Reference Materials 
 
Some sources of value-assigned materials, which can be used for verification of trueness, are listed 
below: 
 
(1)  Fresh frozen human serum or other unadulterated human materials.  Certified Reference Materials 

(CRMs) for some analytes are available from the U.S. National Institute of Standards and Technology 
and other internationally recognized providers.  A partial list of these materials is available from the 
Joint Committee for Traceability in Laboratory Medicine at:  
http://www.bipm.org/en/committees/jc/jctlm/jctlm-db/. 

 
(2) Reference materials derived from proficiency testing programs.  These materials are value-assigned 

by a large number of laboratories and frequently represent numerous lots of reagents and system 
calibrators.  Consequently, their assigned values represent average performance for the procedure. 

 
(3) Materials provided by the method manufacturer for verification of trueness or quality control.  These 

materials have been specifically designed for the measurement procedure being tested, but are 
generally not suitable for use with another manufacturer’s measurement procedure. 

 
(4) Materials used in interlaboratory quality control programs. These are measured by a relatively large 

number of laboratories, and their peer group mean values can be used as assigned values. Caution 
should be exercised that an adequate number of laboratories is included in the peer group for a 
reliable mean value. Ten participants in a procedure group is generally considered the minimum for a 
reliable mean value. These programs may include a small number of reagent lots for a procedure, 
which can affect the reliability of the assigned values for a new lot of reagents in an individual 
laboratory. 

 
(5)  Materials provided by third-party vendors, which have been value-assigned for a number of different 

measurement procedures. These are similar to proficiency testing or regional quality control 
materials, but generally have far fewer laboratories contributing to the peer group mean value. 
Consequently, the target value has a larger uncertainty.  In addition, relatively few different lots of 
reagents may have been included, which can further affect the reliability of the assigned target values. 

 
(6)  Materials for which analyte concentrations can be fixed to stated concentrations, for example, partial 

gas pressures in blood can be fixed at stated values by tonometry. 
 
9.2.2 Uncertainty of the Assigned Value 
 
The manufacturer of the reference materials will often provide the uncertainty of the assigned values, or a 
95% confidence interval for the values.  For these materials, the user must determine the standard error of 
the assigned value in order to determine the verification limits (see Section 9.2.4).  The standard error can 
be determined in a variety of ways, depending on the way the value was determined or the information 
provided by the manufacturer; for this document, call this value sa: 
 
(1) If the manufacturer provides the standard error or reports the “standard uncertainty” (often denoted 

“u”) or “combined standard uncertainty” (often denoted “uc”) of the assigned value, then sa = the 
provided standard error, standard uncertainty, or combined standard uncertainty. 
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(2)  If the manufacturer reports the “95% confidence interval” (C) for the assigned value, then sa = C/2.  If 
the manufacturer reports the upper and lower limits of the confidence interval, then let C= (Upper-
Lower) and again sa = C/2. 

 
(3) If the manufacturer reports the “expanded uncertainty” of the assigned value (U), then it must also 

report the “coverage” (e.g., 95% or 99%) or the coverage factor.  If coverage is 95%, sa = U/2; 
if coverage is 99%, sa = U/3.  If the coverage factor is reported (often called “k”), then sa = U/k. 

 
(4) If the reference material assigned value comes from proficiency test consensus results, then the 

standard deviation of those results should also be reported (s), along with the number of results in the 
peer group (n).  In this case, sa = (s/√n). 

 
(5) If the reference material assigned value comes from interlaboratory quality control programs, then sa 

will depend on the information given in the program. Ideally, the standard deviation of results from 
different laboratories should be reported, along with the number of laboratories in the peer group (n). 
However, the program may report only the overall standard deviation of results (s) and the number of 
laboratories (n). In both of these cases, sa = (s/√n), using the appropriate s and n as the number of 
laboratories. In the latter case, the sa will be a slight overestimate of the uncertainty of the assigned 
value, but that is preferred to the underestimate that would occur if the total number of results was 
used as n.   

 
9.2.3 Procedure for Demonstration of Trueness With Reference Materials 
 
(1) Select the best available materials suitable for the measurement procedure. A minimum of two 

analyte concentrations should be tested, although more may be preferable to adequately evaluate the 
full measuring interval. The concentrations selected should represent the low and high ends of the 
interval for the measurement procedure. It may also be useful to test intermediate values 
corresponding to important medical decision levels. Use caution that the concentrations selected 
represent concentrations that can be measured with good precision by the test procedure. 

 
(2) Prepare samples according to the manufacturer’s instructions. Take precautions that the materials are 

thoroughly mixed prior to use. 
 
(3)  Measure each material in three to five different runs, each sample measured in duplicate. 
 
(4)  Calculate the mean ( x ) and standard deviation (sx) of the test results at each concentration. 
 
9.2.4 Acceptance Test for Demonstration of Trueness With Reference Materials 
 
Verification of the manufacturer’s claim for trueness is performed using the following steps: 
 
(1) Assume a false rejection rate, α.  Typical values selected for this error rate are 1% and 5%. 
 
(2)  Assume the manufacturer has made no claim for bias relative to the assigned value (β=0). 
 
(3) Determine the (100 – α/2) percent point, t, of the t-distribution with 2n-1 degrees of freedom.  Here, n 

represents the number of samples tested and 2 represents the number of replicates (use 3 or 4 if that 
number of replicates is actually tested).  For example, if α equals 1% and n equals 5, the (100 – α/2) 
point of the t-distribution with 9 degrees of freedom is 3.250.  Other values of t can be obtained from 
any standard statistics book13 or most commonly used computer spreadsheet programs for different 
values of α and n.  

  
(4) Calculate the verification interval for bias in reportable units as  
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n
s

sWhere

sstx
2
x

x

2
a

2
x1-2nα/2,-1

=

+•±
 

 
If percent bias is used, calculate the verification limits using percent bias and percent standard 
deviations. 

  
(5) If the verification interval includes the assigned value, then the manufacturer’s claim for trueness is 

 verified. 
 

(6) If the measured bias or percent bias is much different than the assigned value, but still within the 
 verification interval, the user may wish to make a more powerful test by analyzing two to five more 
 samples (in different runs) and recalculating all statistics using the combined data. 

 
(7)  If the assigned value is not included in the verification interval, the user has not demonstrated 

trueness consistent with the manufacturer’s claim, and should consider one of the following options: 
 

(a) Determine whether the bias and total error are acceptable for the laboratory’s needs.  Discussions 
of the relationship between allowable error and allowable standard deviation and bias are 
included in some of the publications listed in the references.8-11  The user could also refer to the  
most current edition of CLSI/NCCLS document EP21—Estimation of Total Analytical Error for 
Clinical Laboratory Methods. 

 
(b) Contact the manufacturer for assistance.  

 
NOTE: With assigned values determined from proficiency testing, the degrees of freedom for the t 
statistic should consider the number of results used to determine the assigned value and sa.  However, this 
requires a level of statistical complexity beyond the scope of this simplified procedure. 
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Appendix A. Sample Data Recording Sheet – Precision Experiment 
 
Use a separate sheet for each concentration. 
 
Device _________  Analyte _________  Concentration _________ 
 
Reagent Source/Lot ________ Calibrator Source/Lot ________ 
 
 Run 1 Run 2 Run 3 Run 4 Run 5 
Date/Operator      
Replicate 1 (x1)      
Replicate 2 (x2)      
Replicate 3 (x3)      
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d

∑
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d3 xx −       
2

d3 )xx( −       

2
d3

2
d2

2
d1

2
di

3

1
)x-(x)x-(x)x-(x)x -x( ++=Σ  

     

2

)x-(x
sd

2
di

3

1i2
run

=
Σ

=  

     

below)(seexx d −       
2

d )xx( −       



Number 17 EP15-A2
 

 ©Clinical and Laboratory Standards Institute. All rights reserved. 20 

Appendix A. (Continued) 
 
1. Calculation of Grand Mean, x :  

=
++++

=
5

xxxxx
x 54321  _______ 

 
2. Calculation of rs : 

 

=
++++

=
5

sdsdsdsdsd
sd

2
5run

2
4run

2
3run

2
2run

2
1run2

averagerun,  _______ 

 
 
 _____sds 2

averagerun,r ==   

 
3. Calculation of sl: 

 
 

______s r = , from above 
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= • , where n = number of replicates in each run. 

 

_______ss
3
2

s 2
b

2
rl =+= •   

 
4. Verification of Repeatability Claim: 

 
Compare calculated sr to claimed σr: 
 

If calculated sr < claimed σr, repeatability has been demonstrated to be consistent with the 
manufacturer’s claim.  See paragraph 5, “Verification of Within-Laboratory Claim.” 
 
If calculated sr > claimed σr, note that a user’s repeatability can be larger than the manufacturer’s 
claim and not be statistically different from the claim.   

 
Calculate the verification value: 
 
ν = 10, C = 20.48 (see Section 8.5) 

Verification value = =•=
•

1.431σ
ν

Cσ
r

r _______ 
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Appendix A. (Continued) 
 
Compare calculated sr to verification value: 
 

If calculated sr < verification value, repeatability has been demonstrated to be consistent with the 
manufacturer’s claim. 
 
If calculated sr > verification value, repeatability has not been demonstrated to be consistent with 
the manufacturer’s claim; contact the manufacturer for help. 
 

5. Verification of Within-Laboratory Claim: 
 

Compare calculated sl to claimed σl: 
 

If calculated sl < claimed σl, within-laboratory precision has been demonstrated to be consistent 
with the manufacturer’s claim. 
 
If calculated sl > claimed σl, note that a user’s within-laboratory precision can be larger than the 
manufacturer’s claim and not be statistically different from the claim.   

 
Calculate effective degrees of freedom, T: 
 

)
1D
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1n(

))(ns1)s((n
T 22

b
2

4
r

22
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2
r

−
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−
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 where D = number of days, and  
            n = number of replicates per day. 
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4
)9(s

0.4s

))3(s(2s
T 22

b4
r

22
b

2
r =

+

+
=  

 
C = ______ (obtain from Table 1, see Section 8.5, for T degrees of freedom and the number of levels 
of testing) 

Verification value = 
T

Cσ l •
= _______  

 
Compare calculated sl to verification value: 
 

If calculated sl < verification value, within-laboratory precision has been demonstrated to be 
consistent with the manufacturer’s claim. 
 
If calculated sl > verification value, within-laboratory precision has not been demonstrated to be 
consistent with the manufacturer’s claim; contact the manufacturer for help. Additional 
information that may help with troubleshooting include the date of the last calibration, the actual 
results from the controls from each run, and the expected ranges of the controls and other 
information that is provided with the controls. 



Number 17 EP15-A2
 

 ©Clinical and Laboratory Standards Institute. All rights reserved. 22 

Appendix B.  Example of a Completed Sample Data Recording Sheet – Precision 
Experiment 
 
Device  XYZ  Analyte Glucose Concentration  140 mg/dL  
 
Reagent Source/Lot MK243 Calibrator Source/Lot RNC59LW  
 
Assume the manufacturer’s claim for σr is 1.0 mg/dL and for σl is 2.0 mg/dL. 
 
 Run 1 Run 2 Run 3 Run 4 Run 5 
Date/Operator 2/20 TF 2/21  JL 2/22 

GG 
2/23 
KW 

2/24 SR 

Replicate 1 (x1) 140 138 143 143 142 
Replicate 2 (x2) 140 139 144 143 143 
Replicate 3 (x3) 140 138 144 142 141 
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Appendix B. (Continued) 
 
1. Calculation of Grand Mean, x  
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2. Calculation of rs : 
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3. Calculation of sl (within-laboratory standard deviation) 
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4. Verification of Repeatability Claim: 

 
Compare calculated sr to claimed σr: 
 

If calculated sr < claimed σr, repeatability has been demonstrated to be consistent with the 
manufacturer’s claim.  See paragraph 5, “Verification of Within-Laboratory Precision Claim.” 
 
If calculated sr > claimed σr, note that a user’s repeatability can be larger than the manufacturer’s 
claim and not be statistically different from the claim.  
 

Calculate the verification value 
 
ν = 10, C = 20.48 
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Appendix B. (Continued) 
 

Verification value = mg/dL1.431mg/dL1.4311.01.431σ
ν

Cσ
r

r === ••
•

 

 
Compare calculated sr to verification value: 
 

If calculated sr < verification value, repeatability has been demonstrated to be consistent with the 
manufacturer’s claim. 
 
If calculated sr > verification value, repeatability has not been demonstrated to be consistent with 
the manufacturer’s claim; contact the manufacturer for help. 
 
sr = 0.63 mg/dL, which is less than the manufacturer’s claim, and less than the verification value; 
repeatability has been verified to be consistent with the manufacturer’s claimed repeatability. 
 

5. Verification of Within-Laboratory Precision Claim: 
 

Compare calculated sl to claimed σl: 
 

If calculated sl < claimed σl, within-laboratory precision has been demonstrated to be consistent 
with the manufacturer’s claim. 
 
If calculated sl > claimed σl, note that a user’s within-laboratory precision can be larger than the 
manufacturer’s claim and not be statistically different from the claim.   
 
sl = 2.21 mg/dL, which exceeds the manufacturer’s claim 

 
Calculate effective degrees of freedom, T: 
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 where D = number of days, and  
            n = number of replicates. 
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C =  11.14 (obtained from Table 1, Section 8.5, for T = 4.47 degrees of freedom and the number of 
levels of testing = 2) 
 

Verification value = mg/dL3.16=
4.47

11.142.0
=

T

Cσ ••l   
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Appendix B. (Continued) 
 
Compare calculated sl to verification value: 

 
If calculated sl < verification value, within-laboratory precision has been demonstrated to be 
consistent with the manufacturer’s claim. 
 
If calculated sl > verification value, within-laboratory precision has not been demonstrated to be 
consistent with the manufacturer’s claim; contact the manufacturer for help. 
 
sl = 2.21 mg/dL, which exceeds the manufacturer’s claim, but is less than the verification value; 
within-laboratory precision has been verified to be consistent with the manufacturer’s claimed within-
laboratory precision. 
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Appendix C. Additional Statistical Explanations and Considerations – Precision 
Experiment 
 
The appropriate experimental design to employ for demonstrating that a user’s calculated precision is 
consistent with a manufacturer’s precision claims depends upon the following four factors: 
 
• the statistical false rejection (Type I or “alpha” error) rate; 
 
• the statistical false acceptance (Type II or “beta” error) rate; 
 
• the number of analyte concentrations for which imprecision claims are being verified; and 
 
• the size of the claimed repeatability, σr, relative to the claimed within-laboratory precision, σl. 
 
Changes in each of these four factors may affect the number of days duration of the experiment. In the 
experimental design recommended in this document, one run per experimental day is required. 
Consequently, the total number of runs is equal to the number of days duration of the experiment. It is 
assumed that claims are being verified for all analyte concentrations and that the same design is used for 
all levels.  
 
The statistical false rejection testing rate is the chance that the user will falsely conclude that the 
manufacturer’s claims are incorrect.  Typical values selected for this error rate are 1% and 5%, and a false 
rejection rate of 5%.  As the false rejection rate decreases, the required amount of collected data increases.  
This additional amount of information could result in a longer experiment (that is, more days). 
 
The statistical false acceptance testing rate is the chance that the user will falsely conclude that the 
manufacturer’s claims are correct.  Typical values selected for this error rate are 1%, 5%, and 10%. As the 
false acceptance rate decreases, the required amount of collected data increases.  False acceptance rates 
are reported below for both of the recommended experimental designs.  If multiple runs per day are 
performed with either of these experimental designs, then the statistical false acceptance rate will be 
smaller than the reported rates. 
 
The number of analyte concentrations being tested indirectly impacts the experimental design through the 
false rejection rate. Without the proper mathematical corrections, as the number of analyte concentrations 
increases, so does the overall false rejection rate.  For example, if a 5% false rejection rate is utilized for 
each level, when four analyte concentrations are considered, the chance of falsely rejecting at least one 
claim exceeds 18%. Mathematically, an overall false rejection rate of a specified size, such as the 5% rate 
associated with both recommended experimental designs, is achieved by lowering the false rejection rate 
for each level. Unfortunately, lowering the single-level false rejection rate increases the required amount 
of data to detect a difference between the observed precision and the manufacturer’s claimed precision 
with the same degree of power. 
 
The size of σr relative to σl affects both the required number of replicates per run and the duration of the 
experiment.  If σr is relatively small when compared to σl, then the number of replicates per run is less 
important than the total number of runs.  In contrast, if σr is relatively large when compared to σl, then the 
number of replicates per run is relatively more important than the experimental duration. If σr and σl are 
approximately equal, then the number of replicates per run and the number of runs are about of equal 
importance.   
 
The size of σr relative to σl affects the degrees of freedom (obtained using Satterthwaite approximation) 
for the test design.  For the purpose of determining the power of the recommended test, the degree of 
freedom is obtained assuming that σr is relatively small when compared to σl. This results in a 
conservative estimate (fewer degrees of freedom) of the total degrees of freedom for within-laboratory 
estimate.   
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Appendix C. (Continued) 
 
The operating characteristic (OC) curve, also called the power curve or risk curve, can help determine the 
optimal test design to balance risk and cost. This curve is a plot of the probability of accepting the 
hypothesis (the hypothesis being tested is that the repeatability or within-laboratory precision = 
manufacturer’s claimed value), versus the true state of nature. The following plots depict the OC curves 
for the following two test designs for testing both repeatability and within-laboratory precision. 
 
• Five days, one run per day, and three replicates per run   
 
• Seven days, one run per day, and three replicates per run   
 
In both of these designs, a false rejection rate of 5% is assumed if precision is tested at two 
concentrations. The effects of increasing the number of concentrations on the performance characteristics 
of the experiment are discussed below. 
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Appendix C. (Continued) 
 
For the prescribed design of five days, one run per day, and three replicates per run tested at two 
concentrations, the above OC curve is interpreted as follows:   
 
• For repeatability, the probability of accepting the hypothesis is greater than 95% when the ratio of the 

true SD to the claimed value is less than 1 and the probability of accepting the hypothesis is less than 
5% when the ratio is greater than 2.5. 

 
• For within-laboratory precision, the probability of accepting the hypothesis is greater than 95% when 

the ratio of the true SD to the manufacturer’s claimed value is less than 1 and the probability of 
accepting the hypothesis is less than 5% when the ratio is greater than 3.5. 

 
When the number of days is increased from five to seven, the probability of accepting the hypothesis for 
repeatability is less than 5% when the ratio of the true SD to the manufacturer’s claimed value is greater 
than 2. If the number of analyte levels increases, the amount of data to achieve the same probability of 
acceptance increases.  
 
The OC curves show the risk levels for the test designs considered.  As can be seen, the proposed test 
design can only detect relatively large deviations from claims.  This further emphasizes that this protocol 
should be applied only in situations in which the performance of the method is already very well 
characterized.   
 
If lower risk levels are desired, the user may increase the number of replicates within each run, if σr is 
relatively large compared to σl, or increase the number of days tested if σ1 is relatively large compared to 
σr. Similarly, if the number of analyte levels tested is greater than two, the user may wish to increase 
either the number of replicates or the number of days tested.   
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Appendix D.  Sample Data Recording Sheet – Comparison of Patient Samples 
Experiment (see equations for statistical terms on next page) 
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Appendix D. (Continued) 
 
Equations for calculating terms in the data recording sheet: 
 

bi = (test procedure resulti - comparison procedure resulti) 
 

n

b
=b

i

I

1=i
Σ

 

 
i%b=percentinbiassampleIndividual  

 

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ −
•=

i

ii
i resultprocedurecomparison

resultprocedurecomparisonresultproceduretest100%b  

 
1. Calculation of mean bias in reportable units and percent between the two procedures: 
 

==
Σ

n

b
b

i

I

i    
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b%
%b

i

I
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2. Calculation of standard deviations of the bias and percent bias: 
 
 

=
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3. Calculation of verification limits for bias in reportable units and percent bias: 

 
Assume a false rejection rate, α.  Typical values selected for this error rate are α = 1% and α = 5%.  
Determine the (100-α/2) percentage point, t, of the t-distribution with n-1 degrees of freedom.  Here n 
represents the number of patient samples.  For example, if α equals 1% and n equals 20, the (100 – 
α/2) point of the t-distribution with n-1 degrees of freedom is 2.861.  Other values of two-sided t can 
be obtained from a standard statistics book or most commonly used computer spreadsheet programs 
for different values of α and n. 
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Appendix D. (Continued) 
 

Verification limits (bias) = =+=
••

n
st

  β
n

st
 - β b1-n/2,-1b1-n/2,-1 and αα . 

 

Verification limits (percent bias) =  =+=
••

n

st
βand

n

st
-β %b1-n/2,-1%b1-n/2,-1 αα . 

 
Compare calculated bias or percent bias to verification limits.  If calculated bias or percent bias is 
within the verification limits, bias or percent bias has been demonstrated to be consistent with the 
manufacturer’s claim.  If bias or percent bias exceeds appropriate verification value, bias has not been 
demonstrated to be consistent with the manufacturer’s claim; contact the manufacturer. 



Number 17 EP15-A2
 

 ©Clinical and Laboratory Standards Institute. All rights reserved. 32 

Appendix E.  Example of a Completed Sample Data Recording Sheet – Comparison 
of Patient Samples Experiment 

 
Assume the manufacturer’s claim for bias is 2.0 mg/dL for a glucose method at 126 mg/dL (7.00 
mmol/L). 
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Appendix E. (Continued) 
 

Comparative Procedure
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Bias Plot: Comparison of Glucose Procedures

 
 
Figure E1.  Bias Plot of Sample Data From Comparison of Patient Samples Experiment. The bias is 
indicated by the solid line at 2.50 mg/dL. The ideal bias (zero) is indicated by the dashed line at zero. 
Note that the bias is approximately constant over the concentration interval of the experiment. 
 
1. Calculation of mean bias in reportable units and percent between the two procedures: 
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2. Calculation of standard deviations of the bias and percent bias: 
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Appendix E. (Continued) 
 
3. Calculation of verification limits for bias in reportable units and percent bias: 

 
t1-α/2,n-1 = t0.005,19 = 2.861 

 
Verification limits (bias) =   
 

mg/dL0.77 -
20

mg/dL33.4861.2 - mg/dL00.2
n

st
 - β b1-nα/2,-1 ==

••
 

 
and 
 

mg/dL4.77
20

mg/dL4.332.861
  mg/dL2.00
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st
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The calculated bias (2.50 mg/dL) is within the verification limits; bias has been shown to be 
consistent with the manufacturer’s claim. 
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Appendix F.  Power Calculation for the Procedure for Verification of Trueness by 
Comparison of Patient Samples 
 
In this procedure, we are essentially testing the following hypothesis: 
 
H0:          b = b0 (where b0 is the manufacturer’s claimed bias) or b - b0= 0 
versus 
H1:                b ≠ b0  or b - b0≠ 0 
 
In the procedure, the two levels of α considered are 5% and 1% (or 95% and 99% confidence levels, 
respectively). 
 
Background: 
 
The power curve or the OC (operating characteristic) curve can help determine the optimal number of 
samples that balances cost and risk. 
 
Risks:   
 
Passing the test when the bias is different from the claimed value is called “producers risk.” In statistical 
terms, this is Type II error, which has probability β. 
 
NOTE: Do not confuse this with the β used in the guideline for the manufacturer’s claimed bias value.  
Here, b0 represents the manufacturer’s claimed bias value. 
 
Failing the test when the bias is the same as the claimed value is called “consumers risk.” In statistical 
terms, this is Type I error, which has probability α. 
 
Cost vs. Risk: 
 
Small number of samples = lower cost, higher risk 
Large number of samples = higher cost, lower risk 
 
A number of factors influence power: 
 

1. α, the probability of a Type I error (level of significance). As the probability of a Type I error (α) 
increases, the probability of a Type II error (β) decreases. Hence, as α increases, power = 1 - β 
also increases. 

 
2. σ, the variability in the population. As σ increases, power decreases. 

 
3. The size of the population difference (delta) (i.e., the difference between the claimed response 

[true] and the estimated value, expressed as a fraction [or multiple] of the repeatability standard 
deviation). As the effect decreases, power decreases. In the following plots, the power is 
computed as a function of delta/σ, called the effect size. This represents the number of standard 
deviations the claimed bias is away from the estimated bias.   

 
4. Number of samples. As the number of samples increases, power increases. 

 
5. The graphs are plotted for positive values of the effect size. The power for a given negative effect 

size is the same as the absolute positive value due to symmetry.  
 
 



Number 17 EP15-A2
 

 ©Clinical and Laboratory Standards Institute. All rights reserved. 36 

Appendix F. (Continued) 
 

Power Curve
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The power curves for different numbers of samples are presented below for α = 0.05 and 0.01, 
respectively.  As can be seen from Graph 1 (α= 0.05), as long as the number of samples is at least 10, the 
probability of accepting the null hypothesis is small when the estimated average bias is 1 SD away from 
the claimed value.  For the 20 samples recommended in this guideline (solid black line), the null 
hypothesis is accepted with a probability:  
 

1. of less than 0.4 (40%) when the estimated average bias is ½ SD away from the claimed value;  
2. of less than 0.09 (9%) when the estimated average bias is ¾ SD away from the claimed value; and 
3. of less than 0.006 (0.6%) when the estimated average bias is 1 SD away from the claimed value. 
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Appendix F. (Continued) 

Power Curve
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When α = 0.01, at least 20 samples are required to pick up a difference of ¾ SD between the claimed 
value and an estimated average bias with high probability (low probability of acceptance = high 
probability of detection).   



Number 17 EP15-A2
 

 ©Clinical and Laboratory Standards Institute. All rights reserved. 38 

Appendix G. Sample Data Recording Sheet – Demonstration of Trueness With 
Reference Materials 
 
Use a separate sheet for each concentration.  More runs and replicates are optional. 
 
Device _________  Analyte _________  Assigned Concentration _________ 
 
Reagent Source/Lot ________ Calibrator Source/Lot ________ 
 

 Test Result, xi 
)x(x i −

 

2
i )x(x −  

Run 1, Date/Operator - - - 
Replicate 1 (x1)    
Replicate 2 (x2)    
Run 2, Date/Operator - - - 
Replicate 1 (x3)    
Replicate 2 (x4)    
Run 3, Date/Operator - - - 
Replicate 1 (x5)    
Replicate 2 (x6)    
Run 4, Date/Operator - - - 
Replicate 1 (x7)    
Replicate 2 (x8)    
Run 5, Date/Operator - - - 
Replicate 1 (x9)    
Replicate 2 (x10)    
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1. Calculation of mean: 
 

10
)xxxxxxxxx(x

n

x
x 10987654321

n

i
i +++++++++

==
∑

= ______ 

 



Volume 25 EP15-A2
 

©Clinical and Laboratory Standards Institute. All rights reserved. 39

Appendix G. (Continued) 
 
2.   Calculation of standard error of the mean:  
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3.   Calculate verification interval for bias in reportable units. 
 

2
a

2
x1-α/2,2n- 1 sstxintervalonVerificati +±= • , with sa defined or calculated according to Section 

9.2.2. 
 

Determine the (100 - α/2) percent point, t, of the t-distribution with 2n-1 degrees of freedom.  Here, n 
represents the number of samples tested, and 2 represents the number of replicates (use 3 or 4 if that 
number of replicates is actually tested).  For example, if α equals 1% and n equals 5, the (100 – α/2) 
point of the t-distribution with 9 degrees of freedom is 3.250.  Other values of t can be obtained from 
any standard statistics book13 or most commonly used computer spreadsheet programs for different 
values of α and n. 
 

4. If the verification interval includes the assigned value, then the manufacturer’s claim for trueness is 
verified. 

 
5. If the measured bias or percent bias is much different than the assigned value, but still within the 

verification interval, the user may wish to make a more powerful test by analyzing two to five more 
samples (in different runs) and recalculating all statistics using the combined data. 

 
6. If the assigned value is not included in the verification interval, the user has not demonstrated 

trueness consistent with the manufacturer’s claim, and should consider one of the following options:  
 

a. Determine whether the bias and total error are acceptable for the laboratory’s needs.  Discussions 
of the relationship between allowable error and allowable standard deviation and bias are 
included in some of the publications listed in the references.7-11   
 

b. Contact the manufacturer for assistance.  Additional information that may help with 
troubleshooting include the date of the last calibration, the actual results from the reference 
materials from each run, and the expected ranges of the reference materials and other information 
that is provided with the reference materials. 
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Appendix H. Example of a Completed Sample Data Recording Sheet – 
Demonstration of Trueness With Reference Materials 
 
Use a separate sheet for each concentration.  More runs and replicates are optional. 
 
Device XYZ  Analyte Glucose  Assigned Concentration 40 mg/dL 
 
Reagent Source/Lot MK243 Calibrator Source/Lot RNC59LW 
 

 Test Result, xi )x (x -i  2
i )x (x -   

Run 1, Date/Operator             2/20 TF - - - 
Replicate 1 (x1) 37 -0.7 0.49 
Replicate 2 (x2) 38 0.3 0.09 
Run 2, Date/Operator             2/21 JL - - - 
Replicate 1 (x3) 39 1.3 1.69 
Replicate 2 (x4) 37 -0.7 0.49 
Run 3, Date/Operator             2/22 GG - - - 
Replicate 1 (x5) 38 0.3 0.09 
Replicate 2 (x6) 36 -1.7 2.89 
Run 4, Date/Operator             2/23 KW - - - 
Replicate 1 (x7) 39 1.3 1.69 
Replicate 2 (x8) 38 0.3 0.09 
Run 5, Date/Operator             2/24 SR - - - 
Replicate 1 (x9) 38 0.3 0.09 
Replicate 2 (x10) 37 -0.7 0.49 
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1.  Calculation of mean: 
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Appendix H. (Continued) 
 
2.   Calculation of standard error of the mean:  
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3.   Calculate verification interval for bias in reportable units. 
 

Verification interval = 2
a

2
x1-α/2,2n-1 sstx +•± , with sa defined or calculated according to Section 

9.2.2. 
 
Determine the (100 - α/2) percent point, t, of the t-distribution with 2n-1 degrees of freedom.  Here, n 
represents the number of samples tested and 2 represents the number of replicates (use 3 or 4 if that 
number of replicates is actually tested).  For example, if α equals 1% and n equals 5, the (100 – α/2) 
point of the t-distribution with 9 degrees of freedom is 3.250.  Other values of t can be obtained from 
any standard statistics book13 or most commonly used computer spreadsheet programs for different 
values of α and n. 
 
Degrees of freedom = 2n-1 (2 replicates, n samples); since there were 5 runs, n = 5, and degrees of 
freedom = 9. 
 
t = 3.250 (9 degrees of freedom, α = 1%). 
 
Assume the material was a proficiency testing sample, with a peer group standard deviation of 1.73 
mg/dL, and a peer group of 135 laboratories.  Then, 
 

mg/dL0.149=
11.62

mg/dL1.73
=

135
mg/dL1.73

=
n

s
=s grouppeer

a  

 
 

2
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2
x1-α/2,2n-1 sstxintervalonVerificati +±= •  
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4. If the verification interval includes the assigned value, then the manufacturer’s claim for trueness is 
verified. 
 
The verification interval (36.6 to 38.8 mg/dL) does not include the assigned value (40 mg/dL). 

 
5. If the measured bias or percent bias is much different than the assigned value, but still within the 

verification interval, the user may wish to make a more powerful test by analyzing two to five more 
samples (in different runs) and recalculating all statistics using the combined data. 

 
6. If the assigned value is not included in the verification interval, the user has not demonstrated 

trueness consistent with the manufacturer’s claim, and should consider one of the following options:  
 

a. Determine whether the bias and total error are acceptable for the laboratory’s needs.  Discussions 
of the relationship between allowable error and allowable standard deviation and bias are 
included in some of the publications listed in the references.7-11   

 
b. Contact the manufacturer for assistance. Additional information that may help with 

troubleshooting include the date of the last calibration, the actual results from the reference 
materials from each run, and the expected ranges of the reference materials and other information 
that is provided with the reference materials. 
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Appendix I. Flow Sheet for Experiments for User Demonstration of Performance 
for Trueness and Precision (Accuracy) 
 

I. PURPOSE:  This guideline is designed to verify that a procedure is performing within the 
manufacturer’s previously validated performance claims for precision and trueness (accuracy). 

 

II. DEFINITIONS 
 
precision (of measurement) – the closeness of agreement between independent tests results 
obtained under stipulated conditions (ISO 3534-1)5; NOTE:  Precision is not typically represented 
as a numerical value but is expressed quantitatively in terms of imprecision—the standard 
deviation (SD) or the coefficient of variation (CV%) of the results in a set of replicate 
measurements. 
 
trueness – closeness of agreement between the average value obtained from a large series of test 
results and an accepted reference value; NOTE 1: The measure of trueness is usually expressed in 
terms of bias; NOTE 2: Trueness has previously been termed accuracy. 
 
bias – the difference between the expectation of the test results and accepted reference value (ISO 
3534-1)5; NOTE: Numerical expression of trueness estimated as the difference between the 
average result obtained by a method under specified conditions and an accepted reference value 
(e.g., a “conventional true value,” from an accepted comparative method or a certified reference 
material). 
 
run – interval within which the trueness and precision of a testing system are expected to be stable, 
but cannot be greater than 24 hours. 
 

III. MATERIALS REQUIRED 
 

A. Precision Experiment – two samples with sufficient quantity for 15 analyses each. 
 

1. Acceptable materials include control samples (other than those used to assess whether 
the assay is in control), standards, previously run patient samples, or suitable materials 
that have a known value.  

 
2. NOTE: The materials used for precision experiments should mimic the matrix of the 

patient sample (i.e., use a material that is as close as possible to human whole blood, 
serum, or plasma).  Select materials that have analyte values near the concentrations 
the manufacturer used to establish the precision claims for the assay. (This 
information is in the package insert or instructions for use provided by the 
manufacturer of the test system under evaluation.) Ideally, commercial quality 
controls or reference materials should be available which fall within +/-10% of the 
concentration levels listed in the precision claims in the package insert. If these are not 
readily available, the user can create mini-pools within these intervals by appropriate 
mixtures of serum pools, controls, or reference materials. Since the pools will only 
approximate the mean value of the precision data, comparison of the CV% at these 
levels is a better choice than the SD. 
 

B. Trueness Experiment:  This protocol has two options for demonstrating trueness.  Sample 
requirements depend on the option selected.  
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Appendix I. (Continued) 
 

1. Comparison of patient sample results to another method.  If the laboratory intends to 
demonstrate trueness consistent with a manufacturer’s claim, the comparative 
procedure must be the same as that used by the manufacturer in developing the claim.  
If this comparison method is not available, then option two is recommended. 

 
a) Samples – 20 or more samples in which the concentration of the selected 

analyte concentrations span but do not exceed the analytical interval of the 
assay.  The sample type must be compatible between the comparative and test 
procedures.  Follow the manufacturer’s instructions for collection and handling 
of patients’ samples. If stored samples are used, they should be stored 
consistent with the manufacturer’s instructions.  If stored samples must be used, 
testing by the comparative and test procedures should be performed within an 
hour or two if possible. 

2. Recovery of expected values for assayed reference materials.  Two or more samples in 
which the concentration of the selected analyte concentrations spans but does not 
exceed the analytical measuring interval of the assay.  Possible materials include: 

a) Fresh frozen human serum or other nonadulterated human materials.  Such 
materials are available from National Institute of Standards and Technology 
(NIST) with NRSCL reference and definitive values assigned for some 
analytes. 

b) Reference materials derived from proficiency testing programs. These materials 
are value-assigned by a large number of laboratories and frequently represent 
numerous lots of reagents and system calibrators.   

c) Materials provided by the method manufacturer for verification of trueness or 
quality control. These materials have been specifically designed for the 
measurement procedure being tested, but are generally not suitable for use on 
another manufacturer’s method. 

d) Materials used in interlaboratory quality control programs.  These materials are 
measured by a relatively large number of laboratories, and their peer group 
mean values can be used to assess agreement. 

IV. PROCEDURE 

A. Notes 

1. All of the experimental work in this protocol can be completed in five days. 

2. Operators must be familiar with the device.  Before running this protocol, the device 
should be set up and operating in the individual laboratory long enough to ensure that 
training and competency are not a factor in the performance of the evaluation. Data 
should not be collected during the training period. 

3. Quality control procedures are established during the familiarization period. It is 
important to verify that the device is operating in accordance with the manufacturer’s 
specifications. To demonstrate this, use the control procedures recommended by the 
manufacturer during this protocol. 
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Appendix I. (Continued) 
 

B.  Demonstration of Precision 

1.  Protocol 

a) Analyze two sample concentrations three times each day for five days. 

b) Include QC samples in each day’s run.  If QC is not in control, reject that run 
and discard the data.  Correct the problem and conduct an additional run. 

c) Record the data on the data recording sheet in Appendix A. 

1) If using the Appendix A data recording sheet, perform calculations as 
indicated and follow instructions contained therein. 

d) If using the computer spreadsheet, follow instructions provided with the 
spreadsheet. 

C. Demonstration of Trueness (can be run concurrently with precision experiment) 
 

Select experiment: comparison of patient sample results, or recovery of expected values 
from reference materials. 
 

1. Comparison of Patient Sample Results to Another Method 

a)    Ideally, the comparative method should be the same method used by the 
manufacturer as the reference method in the claim. If not, see Section 9.1.  

b)    Obtain 20 patient samples whose analyte concentrations are evenly distributed 
throughout the analytical measuring interval (reportable range) of the test 
method.   

c) Measure the samples on the test and comparative methods within four hours of 
each other if possible.  Spread the testing out over the five days of the precision 
experiment. 

d) Record the data on the data recording sheet in Appendix D. 

1)  If using the Appendix D data recording sheet, perform calculations as 
indicated and follow instructions contained therein. 

e)  If using the computer spreadsheet, follow instructions provided with the 
spreadsheet. 

 
2. Recovery of Expected Values From Reference Materials 
 

a)   Select the best available materials to be tested (see Section 9.2). 

b) Prepare materials according to the manufacturer’s instructions. 

c) Measure each sample with two or more replicates in three to five runs. 

d) Record the data on the data recording sheet in Appendix G. 

e) If using the Appendix G worksheet, perform calculations as indicated and 
follow instructions contained therein. 

f) If using the computer spreadsheet, follow instructions provided with the 
spreadsheet. 
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CLSI consensus procedures include an appeals process that is described in detail in Section 8 of 
the Administrative Procedures. For further information, contact CLSI or visit our website at 
www.clsi.org. 

 
Summary of Consensus Comments and Committee Responses        
 
EP15-A: User Demonstration of Performance for Precision and Accuracy; Approved Guideline 
 
General 

 
1. I want to express my concerns about terminology.  I do not think we can accept a philosophy like that expressed 

on page 4.  Namely, is it acceptable in a CLSI guideline to call “B” what VIM calls “A” (e.g., accuracy instead 
of trueness; analytical method instead of measurement procedure; and total precision instead of 
reproducibility)? CLSI guidelines still continue to ignore the correct VIM terminology or to use terms in open 
contrast with it.  This is not harmonization, and certainly is far from globalization. 

 
• CLSI recognizes that harmonization of terms facilitates the global application of standards, and as a 

matter of organizational policy, is firmly committed to employing terms that are generally used 
internationally. The terminology in EP15-A2 has been harmonized with ISO 3534-1: 1993- Statistics -
Vocabulary and Symbols – Part 1: Probability and General Statistical Terms; VIM:1993 – International 
Vocabulary, Basic and General Terms in Metrology; and ISO 3534-2: 1993 – Statistics – Vocabulary and 
Symbols – Part 2: Statistical Quality Control. 

 
2. I attached the Excel-sheet that we use for the evaluation of comparisons (See abstract F-7 on page A174 of the 

June 2002 edition of Clinical Chemistry).  It is largely self-explaining. The graphs on the sheet ‘differences’ 
will be displayed only if you enter a character into cells r1 or r2 and the allowable error into column B.  The 
workbook I sent is for five components only; we have had reasons to work with up to 25 comparisons and have 
a version for that available. 

 
• The working group will consider this approach in the development of computer spreadsheets that 

perform all calculations in EP15-A2. 
 
Appendix A, Sample Data Recording Sheets – Precision Experiment 
 
3. Calculation of Grand Mean and B (page 18, equations 1 and 3, respectively).  Does 1x found in those equations 

= dx , run 1 and 2x = dx run 2, and so forth? If not, please explain their meaning. 
 
• The Sample Data Recording Sheet of EP15-A2 has been revised to clarify the calculation of the grand 

mean. 
 
Appendix C, Additional Statistical Explanations and Considerations – Precision Experiment 
 
4. In Section 5.1, the second paragraph states: “Formulas to determine the appropriate experimental designs to 

verify imprecision claims for more than two analyte levels or other error rates are given in Appendix C,” but 
there are no such formulas in Appendix C. 

 
• All formulae are now included in Sections 8.4 to 8.6.   
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Summary of Consensus/Delegate Comments and Committee Responses  
 
EP15-A2: User Verification of Performance for Precision and Trueness; Approved Guideline—Second 
Edition 
 
General 
 
1. The calculation worksheets tend to be cumbersome; Excel spreadsheets could be made available on the CLSI 

website for use.   The spreadsheet could do the calculations. 
 
• Companion software for EP15-A2 is under development.  
 
Appendix A, Sample Data Recording Sheet – Precision Experiment 
 
2. On page 19, in the 12th line of the table, xi should read x3! 
 
• The reviewer is correct.  The table entry in Appendix A has been corrected. 
 
Appendix A, Sample Data Recording Sheet – Precision Experiment; and Appendix G, Sample Data Recording Sheet 
– Demonstration of Trueness With Reference Materials 
 
3. Additional information mentioned in Sections 7.1 and 7.2 that could be included on these sheets to assist in 

troubleshooting are: 
 

1) The date of last calibration  
2) The actual results of the controls from each run  
3) The expected ranges of the controls (or info attached). 

 
• The reviewer’s suggested comments were added to Appendixes G and H. 
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The Quality System Approach 
 
Clinical and Laboratory Standards Institute (CLSI) subscribes to a quality management system approach in the 
development of standards and guidelines, which facilitates project management; defines a document structure via a 
template; and provides a process to identify needed documents. The approach is based on the model presented in the 
most current edition of CLSI/NCCLS document HS1—A Quality Management System Model for Health Care. The 
quality management system approach applies a core set of “quality system essentials” (QSEs), basic to any 
organization, to all operations in any healthcare service’s path of workflow (i.e., operational aspects that define how 
a particular product or service is provided). The QSEs provide the framework for delivery of any type of product or 
service, serving as a manager’s guide. The quality system essentials (QSEs) are:  
 
Documents & Records Equipment  Information Management Process Improvement 
Organization Purchasing & Inventory Occurrence Management Service & Satisfaction 
Personnel Process Control Assessment Facilities & Safety 
 
EP15-A2 addresses the quality system essentials (QSEs) indicated by an “X.” For a description of the other 
documents listed in the grid, please refer to the Related CLSI/NCCLS Publications section on the following page. 
 

D
oc

um
en

ts
  

&
 R

ec
or

ds
 

O
rg

an
iz

at
io

n 

Pe
rs

on
ne

l 

Eq
ui

pm
en

t 

Pu
rc

ha
si

ng
 &

 
In

ve
nt

or
y 

Pr
oc

es
s  

C
on

tro
l 

 In
fo

rm
at

io
n 

M
an

ag
em

en
t 

O
cc

ur
re

nc
e 

M
an

ag
em

en
t 

A
ss

es
sm

en
t 

Pr
oc

es
s 

Im
pr

ov
em

en
t 

Se
rv

ic
e 

&
 

Sa
tis

fa
ct

io
n 

Fa
ci

lit
ie

s &
 

Sa
fe

ty
 

     X 
C24 
C28 
EP5 
EP6 
EP7 
EP9 

EP10 
GP10 

  EP10 EP7   

Adapted from CLSI/NCCLS document HS1—A Quality Management System Model for Health Care. 
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Related CLSI/NCCLS Publications* 
 
C24-A2   Statistical Quality Control for Quantitative Measurements: Principles and Definitions; Approved 

Guideline—Second Edition (1999). This guideline provides definitions of analytical intervals; plans for 
quality control procedures; and guidance for quality control applications. 

  
C28-A2 How to Define and Determine Reference Intervals in the Clinical Laboratory; Approved Guideline—

Second Edition (2000). This document provides guidance for determining reference values and reference 
intervals for quantitative clinical laboratory tests. 

  
EP5-A2 Evaluation of Precision Performance of Quantitative Measurement Methods; Approved 

Guideline―Second Edition (2004). This document provides guidance for designing an experiment to 
evaluate the precision performance of quantitative measurement methods; recommendations on comparing the 
resulting precision estimates with manufacturers’ precision performance claims and determining when such 
comparisons are valid; and manufacturers’ guidelines for establishing claims. 

  
EP6-A  Evaluation of the Linearity of Quantitative Measurement Procedures: A Statistical Approach; 

Approved Guideline (2003). This document provides guidance for characterizing the linearity of a method 
during a method evaluation; for checking linearity as part of routine quality assurance; and for determining 
and stating a manufacturer’s claim for linear range.  

  
EP7-A2 Interference Testing in Clinical Chemistry; Approved Guideline—Second Edition (2005). This document 

provides background information, guidance, and experimental procedures for investigating, identifying, and 
characterizing the effects of interfering substances on clinical chemistry test results. 

  
EP9-A2 Method Comparison and Bias Estimation Using Patient Samples; Approved Guideline—Second Edition 

(2002). This document addresses procedures for determining the bias between two clinical methods or 
devices, and for the design of a method comparison experiment using split patient samples and data analysis. 

  
EP10-A2 Preliminary Evaluation of Quantitative Clinical Laboratory Methods; Approved Guideline—Second 

Edition (2002). This guideline addresses experimental design and data analysis for preliminary evaluation of 
the performance of a measurement procedure or device. 

  
GP10-A Assessment of the Clinical Accuracy of Laboratory Tests Using Receiver Operating Characteristic 

(ROC) Plots; Approved Guideline (1995). This document describes the design of a study to evaluate clinical 
accuracy of laboratory tests and contains procedures for preparing ROC curves; glossary of terms; and 
information on computer software programs.  

  
 
 
 
 
 
  

                                                      
* Proposed-level documents are being advanced through the Clinical and Laboratory Standards Institute consensus process; 
therefore, readers should refer to the most recent editions. 
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